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September 2003

On behalf of the IBM Center for The Business of Government, we are pleased to present this report,
“Advancing High End Computing: Linking to National Goals,” by Juan D. Rogers and Barry Bozeman.

Over the past 18 months, there has been considerable discussion about the United States strategy for
advancing high end computing (HEC) to achieve national goals. Several public and private sector sponsored
studies are now under way to examine the federal government’s current strategy in high end computing. These
reports will make recommendations on how future advances in HEC will meet this nation’s scientific and
business goals and challenges.

The IBM Center for The Business of Government commissioned this study to further explore the issues
surrounding United States strategy in high end computing. The goal of this report is to add to the base of
knowledge on this important issue. Professors Rogers and Bozeman describe the questions surrounding
HEC in order to establish a common ground for continuing dialogue about the future of HEC. The report
addresses the need for strong partnerships between the government, universities, and the business community
to ensure long-term, significant, and thoughtful advancement in high end computing.

The report addresses the critical importance of high end computing to science, engineering, and the overall
research and development system of the nation, as well as the role of policy makers in ensuring HEC's contin-
ued advancement. Professors Rogers and Bozeman discuss the importance of high end computing as a tool
for achieving national goals and the application needs of the scientific, research, and business community.

This report comes at a critical time in the history of high end computing. Today, increased application capa-
bility, combined with manageable costs, will be critical to a high end computing strategy in government,
universities, and the private sector. It is also our belief that long-term success in HEC will require sustainable
strategies, products, and strong, enduring partnerships. It is our hope that this report will assist the federal
government in developing new ways to encourage such strategies, products, and partnerships.

We trust that this report will be helpful to public and private sector leaders as they work to revitalize this
nation’s high end computing strategy, and that the findings and recommendations contained in this report
will further the national debate and cement the partnerships critical to advancing high end computing.

Paul Lawrence Anne Altman
Partner-in-Charge Managing Director
IBM Center for The Business of Government IBM U.S. Federal

paul.lawrence@us.ibm.com Altmana@us.ibm.com
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Government policy on High End Computing (HEC)
in the United States is at a crossroads. After pio-
neering the field of HEC and dominating it for sev-
eral decades, recent developments on several fronts
are challenging the nation’s community of scien-
tists, policy makers, and industry to devise a path
forward that continues to address the country’s
scientific, economic, and strategic needs at a rea-
sonable cost. Over the last few years, government
agencies and task forces have dedicated a signifi-
cant effort to articulating those needs for different
constituencies, producing reports and recommen-
dations for action in this area. The aim of this
report is twofold. First, it provides a summarized
mapping of the key issues for HEC policy. Second,
it offers findings and recommendations relevant to
HEC policy. After consulting the documentation
available in the public domain and interviewing
individuals in various government agencies, acade-
mia, and industry, we found that the key issues in
HEC policy are the following:

e HEC has a special role in science and engi-
neering because of the critical importance
of simulations and other computational
approaches. The growth and increasing com-
plexity of cutting-edge science, including
defense and security applications, demands
an integrated environment of computational
capabilities. Therefore, HEC deserves special
attention by policy makers as the new realities
demand new policy approaches that align with
the evolution of the research and development
(R&D) system of the nation.

The evolutionary paths of both HEC technol-
ogy and most fields of science and engineering
are deeply intertwined. Therefore, HEC policy
must allow for the generation of sufficient
diversity in HEC innovations so that technology
choices are not arbitrarily curtailed prior to a
fair assessment of their value for the overall
environment of science and engineering.

The agenda for HEC policy cannot be set
according to strict ideological commitments
either to the market or to the mission of gov-
ernment agencies. The perceived problems
with the current situation are, in a way, due

to too much of a good thing. With the main-
streaming of supercomputing during the 1990s,
little policy attention was paid to HEC because
it seemed market forces alone would address
needs in the area. There are now many unmet
needs, and HEC policy must design an institu-
tional arrangement that allows each sector to
do what it knows best to enhance opportunities
in the innovation system.

The leadership of the United States in HEC is
understandably a driver of the policy discussion.
However, HEC policy must not be dominated
by a short-term crisis perception. Rather, the
field needs a longer-term pragmatic leadership
vision that is derived from the political articula-
tion of national goals and focuses on the abilities
required to achieve desired results.
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To address these issues we offer the following
recommendations:

Recommendation 1

Make HEC policy an explicit and integrated
component of the national goals articulated
in contemporary political deliberations.

What is needed is a balanced HEC environment
that contributes to all the relevant national goals in
a coordinated and consistent fashion. It is not pos-
sible to succeed by isolating an area and picking
an HEC component or set of projects to address

it. National goals—such as national security, for
example—are tied to other national goals in one
way or another and so are the various components
of HEC. Without the political leadership to articu-
late such a vision, it is not possible to design an
HEC policy that will succeed in the medium to
long term.

Recommendation 2

Create a high-level coordinating entity for
HEC that has enough power to overcome the
zero-sum game dynamics that plague policy
in this area.

The decentralization of American R&D across vari-
ous federal agencies that compete for resources has
worked well in many ways for the U.S. innovation
system. It also has serious disadvantages reflected in
the case of HEC. On the one hand, it tends to force
stereotypical forms of division of labor, such as
charging one agency with the development of new
hardware architectures and another with application
software, with no provision for their coordination or
compatibility. On the other, it may lead to unneces-
sary duplication. The coordinating role has mostly
been played by ad hoc panels and task forces with
some success. There are numerous panels and
councils that have coordinating roles but depend
largely on the special abilities of individuals to
bridge the gaps in institutional design. The HEC
policy agenda, to the extent it can be said to exist,
is fragmented and has no high-level institutional
champion. HEC needs its own “national initiative,”
its own high-level coordinating body, a sustained
policy and coordination effort, and the continuing
attention of the Office of Science and Technology
Policy (OSTP) and high-level representatives from
industry and from the many federal agencies having
a crucial stake in the development of HEC.

Recommendation 3

Implement an HEC policy that addresses the
incentives of researchers in the different sec-
tors—government, academia, and industry—
to explore alternatives in hardware and
software and avoid either premature “lock-in”
by suboptimal technologies or premature
abandonment of immature technologies that
may still hold promise.

On the surface of things, it may seem that, in the
end, the solution to all science and technology pol-
icy issues is to give everybody more money. In this
view, policy “issues” arise in science and technol-
ogy only because resources are finite and we must
decide what to fund. However, that is not the argu-
ment behind this recommendation. What matters is
strategic support to insure that more choices will
be available down the road.

Recommendation 4

After creating the institutional and policy
mechanisms for a National Supercomputing
Initiative, build into the policy the time frame
factor in this field and provide for a periodic,
objective assessment of progress in achieving
national policy goals.

HEC is a moving target. Today’s high end is tomor-
row’s mainstream, and newly implemented archi-
tectures and software applications remain at the true
high end for periods that last only a few years. The
predicament the field finds itself in today is in part
due to lack of attention to its changing dynamics.
The new challenges that will emerge in the medium
to long term should not have to be confronted
without the benefit of what has been learned today.
Therefore, the policy should anticipate some of the
possible “forks in the road” that will demand an
update of HEC policy. We recommend the appoint-
ment of a National Research Council (NRC) panel
to provide a yearly assessment of the progress in
achieving goals set forth in a National Super-
computing Initiative, complete with recommenda-
tions for changing policy directions that fail to live
up to promise, including recommendations for
changes in federal funding for HEC.
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Introduction

Common sense indicates that technologies are
essentially means to achieve desired ends. We use
transportation technologies, for example, to move
things we cannot using human strength alone or

to go longer distances and achieve greater speeds
than humans can on their own. This is generally
the way policy understands technologies, too.
Technology policy commits some of the nation’s
resources to acquire or develop technologies deemed
necessary to achieve national goals in defense,
health, or economic development. In other words,
technology policy seeks to answer the question:
“What technological means do we need to achieve
agreed upon national goals?”

This simple, common-sense way of understanding
technology and technology policy is no longer
appropriate for the complex role technologies play
in contemporary society. There are two main rea-
sons for this. First, national goals are generally
broad and the object of constant political discus-
sion. Therefore, there is no simple logical way of
determining what technologies are better suited to
achieve them. For example, the goal of maintaining
the health of the population can be served by
developing drugs for treating known diseases or

by developing new fuels that do not contain poison-
ous chemicals. A choice between the two seems
misplaced, and the second can hardly be consid-
ered just a tool to achieve a health goal. Second,
most contemporary technologies are no longer iso-
lated devices that are applied to a single function.
They exist in the context of systems in which our
social life is embedded. Therefore, technological
choices are not equivalent to selecting a single tool
for a job but instead involve an aggregation of

choices related to all the activities associated with
the system of technology we are referring to. For
example, in choosing to use cars as a means of
transportation, we also choose certain possibilities
for urban development that include freeways and
suburbs, and networks of gas stations and so on. As
a result, technology policy requires, first, an explicit
political articulation of the national goals that are
relevant at the moment. And, second, it involves
developing the context and rules for an aggregation
of technological choices rather than selecting a
single technological tool.

High End Computing constitutes an excellent
example of these two dimensions of technology
policy. It is tied to critical national goals in national
security, economic competitiveness, and scientific
advancement that are broad and the subject of
much political deliberation. And it is a complex
set of technologies that cannot be identified with

a single type of device.

Historically, U.S. science and technology policy
has connected national goals to science and tech-
nology choices according to three different para-
digms: (1) market failure, (2) government mission,
and (3) cooperative technology." The first is based
on the notion that markets constitute the most effi-
cient way to distribute goods and services. There-
fore, government intervention in science and
technology is warranted only when the markets

do not provide proper incentives for innovation by
private enterprises. The second gives government a
role in scientific and technological development to
perform clearly defined government functions such
as defense and public health. The third emerged
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defines High End Computing (HEC).

Definitions of “High End Computing” (HEC) and “Supercomputer”

There are certain sorts of problems, such as nuclear weapon simulations, climate modeling, cryptography, and
other cutting-edge science applications, that still impose such enormous demands on computing resources that
the arrangements of hardware and software set up to tackle them are set apart from the more widely available
computers and programs, even if they share some features or components. The achievement of the highest perfor-
mance in computing is a function of many dimensions of the hardware/software arrangement including vast
amounts of very fast access memory, high-speed communication paths internal to the computer and between it
and its peripherals, special architecture solutions using multiple processors, and software that is designed to use
all of these special features in an optimal way for the problems it must solve. This emphasis on achieving the
highest possible performance of a computing arrangement for the solution of certain types of problems is what

HEC is a moving target. The highest performance achieved today may be commonplace in tomorrow’s retail
machines. But at any point in time, there will be a set of problems that demand faster solutions than those avail-
able, and arrangements of hardware and software must be conceived to achieve them. The pursuit of the highest
possible computing performance for any set of problems of interest is what defines High End Computing.

Another way to focus the discussion is to refer to “supercomputers.” These are the fastest available machines
according to certain benchmarks accepted by the community. In general, these measures are based on some type
of mathematical computation that is sufficiently general to indicate the speed with which the machine would
calculate solutions to most problems of interest. These machines are termed “supercomputers” because they

are several orders of magnitude faster than the computers available to most ordinary users. When the fastest
machines are custom built at very high expense, ranging from the tens to hundreds of millions of dollars, the
distinction between supercomputers and all other computers is relatively easy.

During the 1990s, one remarkable development was the emergence of commercial off-the-shelf (COTS) based
machines that made very high-speed computers available at a fraction of the cost using components also produced
for servers and other computers in the commercial market. This development blurred the boundary between super-
computers and other machines. Furthermore, one approach to the achievement of high end computing is to share
many ordinary machines on a network or grid and develop programs that allocate portions of the problem to each
one and then aggregate their contributions to obtain the final result. Many important scientific problems are amenable
to such approaches, but many more are not. The difficulty in making these distinctions suggests that the focus on
individual fast machines—i.e., supercomputers—is not the only aspect of interest in this area.

during a period of perceived crisis for American
industry in the face of foreign competition, espe-
cially from Japan. As Japanese industry succeeded
in capturing high-technology markets with govern-
ment support of technology development, it
seemed the market-failure rationale was not suffi-
cient to answer the challenge, and cooperation
between sectors and among rival firms was encour-
aged. HEC is one of the main high-technology
areas targeted by Japanese policy. In response, most
U.S. policy in HEC from the early 1980s to the
mid-1990s has followed the cooperative technol-
ogy paradigm. The aim of maintaining or enhanc-
ing the competitiveness of American industry in
HEC during that period was achieved. Today, U.S.
industry controls roughly two-thirds of a market for
supercomputing that has grown significantly to

include many industrial applications as well as
cutting-edge science.

It may, however, be too much of a good thing.

With this success, the last several years have seen
U.S. policy revert to a market-failure approach.
Furthermore, most recent HEC policy has assumed
the markets are working well and has ignored many
critical dimensions of the HEC field. The lack of
attention to HEC is perceived by many to threaten
the leadership position that the nation has enjoyed
since the first supercomputers were invented.

Our report focuses on the issues and controversies
presently surrounding U.S. policy options for HEC.
We employ a variety of sources for our analysis,

including published articles and reports, historical
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accounts of the development of HEC, and inter-
views we conducted with HEC experts in industry,
government, and academia. We do not identify
these experts, except by the most general descrip-
tions. In some cases the respondents asked explic-
itly that we not identify them, and in other cases
that we not attribute statements to them. We were
also quite impressed by the difficulty of obtaining
interviews. In several other projects* we have con-
ducted similar interviews among scientists, engi-
neers, and public- and private-sector policy makers,
and we have had little or no difficulty obtaining
interviews, and among those interviewed we have
had very few ask that their comments remain
anonymous or on background. This experience was
different. The fact that so many of our potential
interviewees were not eager to participate seemed
to us a signal that we should protect the anonymity
of those who did, including those who did not
explicitly ask to remain anonymous.

Another limitation of this study is that we cannot
assess the merits of arguments about the specific
scientific fields in which HEC is applied nor can
we add any information to financial statements and
other plans circulated in the government and other
HEC-interested communities. We focus on the mul-
tiple paths of policy deliberation that seem to be in
place and how they weigh on the reality of policy
making in the current institutional context. We also
look at the conceptual models and their implications
found in the deliberations and how they impact the
chances of a coherent policy in this area. Ultimately,
our study is a description—and in some instances
an interpretation—of what various communities
related to or interested in HEC say they need.

This report will take most of the technical consider-
ations of machines, software, and computational
science research areas presented and described in
other reports and published documents at face
value. The authors claim no specialized technical
expertise in computing or the computational
research areas to assess claims internal to those
fields. However, the implications of such claims for
policy and the presentation of arguments that lead
to competing claims at the policy level are the
rightful and main concern of this report. Specialized
technical concerns are frequently translated into
non-specialized language when the policy implica-
tions are derived. Therefore, it is possible to assess

Acronyms

ACP Advanced Cyberinfrastructure Program

COTS Commercial off-the-shelf

DARPA Defense Advanced Research Projects
Agency

HEC High End Computing

HPCC High Performance Computing and
Communication

IHEC Integrated High End Computing

NNI National Nanotechnology Initiative

NRC National Research Council

NSF National Science Foundation

NSC National Security Community

OSTP Office of Science and Technology
Policy

R&D Research and Development

SAPCWG Systems, Architecture,

Programmability, and Components
Working Group

most of the arguments for compatible or competing
demands on policy making without distorting their
internal content.

Following this introduction, our report examines
the following issues in HEC:

¢ Does HEC deserve greater attention by policy
makers? On what grounds?

*  What are the key features of HEC that should
be addressed in designing policy?

*  What are the roles of the market and govern-
ment in setting the agenda for HEC technology
policy?

* What does U.S. leadership in HEC mean and
is it in crisis?

In the concluding section we summarize our find-
ings, present recommendations for addressing these
issues, and analyze the perception of crisis in HEC
development and policy. We frame the discussion
of issues and policy options using a simple model
of the equipment intensiveness of research.
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Key Issues Facing HEC

The Importance of HEC to U.S.
Research and Development Policy

The simple answer to the question of why HEC
deserves greater attention by policy makers is that
HEC now plays a central role in contemporary sci-
ence and engineering. Computers are often thought
of as support machines that any user will always
want more of. Having the newest gadget or the
most recent version of a machine may seem to be
something scientists and technologists will always
wish for and cannot be expected to be objective
about. Therefore, in times of tight budgets, the
arguments for increased spending will receive
more careful scrutiny, and policy makers will focus
on tough questions about the real need for spend-
ing more money on new computers.

However, this obvious sense in which computers
are tools in science may obscure the fact that HEC
has acquired an intrinsic role in the knowledge cre-
ation process that is without precedent in research
history. In the last 20 years or so, increased compu-
tational capabilities have made possible realistic
simulations of physical processes, such as nuclear
explosions and atmospheric phenomena, and of
complex technological systems, such as airplanes,
cars, and nuclear reactors. The list of areas of
scientific research and technological development
in which these simulations are critical is indeed
lengthy, and most government agency reports on
HEC contain detailed descriptions of them.? These
simulations provide a new way to grasp reality by
making manipulation of physical systems possible
either more cheaply, such as in the case of testing a
car before it is built, or where it was earlier impos-

sible, such as simulating a storm that cannot be
reproduced in a lab or simulating the full set of
phenomena unleashed by a nuclear explosion. The
importance of these simulations for scientific research
has elevated computer simulation to the status of
theory and experiment and has been termed the
“third mode” of science and engineering.*

Using the language of philosophy of science, we
can say that simulations have become established
as a scientific activity with an epistemic status of
their own. In other words, HEC is not merely very
fast number crunching. It allows scientists and
engineers to interact with nature or large techno-
logical systems in such a direct way that the validity
of their conclusions is as good as a laboratory
experiment.

Figure 1: Computer Simulation—The Third Mode
of Science and Engineering

Experiment

Theory

HComputing & Simulation

e Climate and weather
modeling

e Fusion reactor,
accelerator design

* Materials science

¢ Astrophysics

o Aircraft, automobile
design
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Scientific advancements in the last decade have
placed demands on simulation capabilities that
result in more complicated relationships between
hardware and software. It is no longer possible to
think of HEC as isolated machines and programs
cobbled together to solve individual problems. Even
though it is still possible to buy an individual super-
computer and load programs on it to do certain
things, the multiplication and interdependence of
scientific activities relying on simulations requires
an integrated approach to the computational
resources the scientific community relies upon.

From the point of view of the health of the nation’s
system of research and development (R&D),
addressing HEC needs in piecemeal fashion, one
machine and one program at a time for each indi-
vidual project or center, is no longer adequate.
Therefore, the division of labor in science that gave
different government agencies implicit leading roles
in different areas of research seems no longer to be
an adequate basis for developing the computa-
tional needs for the scientific activities under the
aegis of each. With such division of labor, under
the best of circumstances (i.e., an abundance of
resources) we would have parallel paths of devel-
opment in computational resources. Under more
realistic or even difficult circumstances, with bud-
get reductions, a lower-cost common denominator
solution to the problem of computational resources
might be the result. With a more complicated hori-
zon of scientific advancement, the need for better
adjusted computational resources for the problems
at hand suggests a computational environment that
relates multiple developments in science to a vari-
ety of alternatives in computational capability. The
institutional correlate of this situation is a true coor-
dination of efforts in all aspects of the resulting pol-
icy, from program design and funding categories to
procedural issues such as procurement.

A recent detailed presentation of this argument is
contained in a blue ribbon report for the National
Science Foundation (NSF) that states:

Digital computation, data, information,
and networks are now being used to
replace and extend traditional efforts in
science and engineering research, indeed
to create new disciplines. The classic two
approaches to scientific research, theoretical/

analytical and experimental/observational,
have been extended to in silico simulation
to explore a larger number of possibilities
at new levels of temporal and spatial fidelity.
Advanced networking enables people,
tools, and information to be linked in ways
that reduce barriers of location, time, insti-
tution, and discipline. In numerous fields,
new distributed-knowledge environments
are becoming essential, not optional, for
moving to the next frontier of research.’

Science and engineering have advanced to the point
that many computational resources and approaches
are developing in fields across the disciplinary
spectrum with no coordination or standardization.
If this process is allowed to develop much further,
many incompatible systems will be in use in the
scientific community, and many artificial bound-
aries between fields will arise as researchers’ skills
are tailored to them. Many areas of research will
suffer as opportunities for interdisciplinary research
are lost to the lack of awareness of each other’s
results, lack of compatible information gathering
and storage formats, and waste of time and financial
resources on software that serves very narrow pur-
poses. It is not a matter of whether HEC resources
will be applied across the spectrum of scientific
disciplines, but how that will happen. The acade-
mic community, and NSF in particular, is calling
for coordination in building a “cyberinfrastructure”
so that the net result is a unified system enhancing
opportunities for scientific communication and
sharing rather than a fragmented one with multiple
semi-autonomous fields that fail to stimulate and
enrich each other.

In sum, the answer to the question that constitutes
the first issue raised for HEC in this report is that
due to the special role that simulations and other
computational approaches now play in science
and engineering, HEC deserves special attention
by policy makers because the new realities
demand new policy approaches that fit the evolu-
tion of the R&D system of the nation. As further
discussed in the sections that follow, HEC cannot
be approached as the mere supply of localized
resources to projects and centers. Rather, an inte-
grated and coordinated policy is necessary in HEC
to allow for both the continued advancement in a
growing number of fields of science and engineer-
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ing and the exploration of new HEC developments
on most fronts.

The Evolution of HEC Systems
and Applications

Just as science and engineering have developed
recently and grown ever more critically dependent
on computational modeling and simulation, HEC
machines and applications have had a progression
of their own over the last three decades. Until the
early 1990s, all HEC machines were custom-built
individual computers using the most advanced
architecture solutions and specialized components.
With the amazing advance of microprocessor tech-
nology, a new approach to HEC machines emerged
that connected commercially available micro-
processors in parallel, achieving HEC performance
at a fraction of the cost. Even newer approaches to
computing such as teragrids, based on networks and
distributed computing, and quantum computing,
taking advantage of properties of materials at the
particle level, are on the horizon now. However, the
two paths of development—that of HEC and of sci-
ence and engineering fields themselves—are inter-
twined and growing more integrated into each other
than ever. So the assessment of HEC capability for a
broad set of needs is what is really important. At the
same time, it is complicated by the fact that it has
become a multidimensional problem.

It is clearly impossible to accurately map the future
of every aspect of the leading edge of science and
technology for making exact, forward-looking policy
decisions. However, we can draw on an analogy
with evolutionary thinking in the biological sciences
to understand how wise policy decisions can be
made. It is widely accepted that technological devel-
opment often follows evolutionary paths, analogous
to a species in an ecological niche.® Therefore, the
generation of new and improved technologies is
analogous to the emergence of new species better
adapted to different ecological conditions. For this
to happen, just as in the biological realm, the envi-
ronment must provide the resources to insure a con-
tinuous ability to generate mutations from which
the evolutionary process may select.

This reasoning shows the importance of various
types of investment in the technological develop-
ment process. Once the environment is sufficiently

complex that a single device can no longer be
expected to satisfy “survivability” conditions, it is
necessary to insure that enough activity in the field
is ongoing to allow for a broadly based selection
process to take place. In other words, from the point
of view of the overall socio-technical system, the
investment in HEC technological development
should not just be “intra-species,” that is, in existing
types of machines. There should also be investment
in the overall mutation and selection process from
which multiple technological species may evolve.
Ultimately, this is what the user community is call-
ing for. Avoid settling for a single species that has
already adapted to a particular ecological niche.
Address the overall ecology of HEC and sustain the
mutation and selection process that will keep the
entire environment healthy. The National Security
Community (NSC) report states this quite clearly:

The Systems, Architecture, Programmability,
and Components Working Group (SAPCWG)
also recommended increasing the number
and level of advanced development efforts.
This would facilitate the transition and
combination of promising applied research
ideas from the laboratory into subsystem
prototypes and concept test beds and pro-
mote healthy competition amongst good
ideas. Additionally, the team recommended
increasing the number of engineering and
operational prototype efforts supported by
the national security community from one
to at least two. The SAPCWG reasoned the
broad diversity of the community’s HEC
needs could not be adequately served by

a single development.’

There is a strong argument from HEC developers
and researchers that exploration of new architecture
alternatives and opportunities should be encouraged,
though it is now discouraged in several ways. One
HEC researcher we interviewed stated:

We have an uncoordinated and anemic
effort to develop new architectures. Ffrom
a computer science standpoint, there is no
serious effort to discuss architectures.... We
cannot depend on efforts by vendors. Even
IBM cannot explore architectures across
the board. The government needs a policy
supporting architecture research.®

11



ADVANCING HIGH END COMPUTING

12

The clear implication of this reasoning is that the
critical level of decision making for future techno-
logical development in HEC is at the policy level
because it is the only perspective that can take the
overall HEC environment into its purview and pro-
vide for the health of its evolutionary processes. For
example, if the vision for this overall environment
were that only HEC technologies that are commer-
cially viable today must survive, then the implicit
policy decision is simple: Let businesses make all
the choices to suit their bottom line. Or, if the vision
for this environment were to insure defense superi-
ority, then let the defense leaders specify and decide
what HEC technologies to pursue. However, we
have established from the beginning that due to the
role of modeling and simulation in science and
engineering today, all aspects of national life criti-
cally dependent on cutting-edge knowledge are,

by extension, critically dependent on the health of
the HEC sector. And, given that it is not possible to
predict exactly what advances in science and engi-
neering will move beyond the extremely short
term, policy decisions are not direct technology
choices but support for a complex environment
that selects HEC advancements as the particular
ecology of each field requires.

Complementarities and Tensions
between Hardware and Software

Within the larger environment that sustains HEC
development, the relationship between hardware
and software is critical. It is known across the field
of computing that the boundary between hardware
and software is very diffuse and changing. In the
specific case of HEC, some of the arguments have
become stereotyped by affirming too strict a divide
between the two. Some claim that too much atten-
tion is being paid to hardware at the expense of soft-
ware for useful applications, which are what matters
in the end. Others claim that most of the problems
faced by software developers for HEC applications
have feasible solutions if architecture opportunities
that are at hand were allowed to proceed.

In some cases, technologies are (fairly fixed) means
toward achieving higher policy goals. However,

in cases like HEC, the changing technological
environment must itself be shaped by carefully
designed policies. Often politics and policy making

requires that issues be simplified, categorized, and
condensed to meet the small window of political
attention that one issue has in the context of many
other policy issues at hand. However, the impor-
tance of hardware, software, and other elements
in designing and building HEC systems must be
viewed in light of the complexities. The critical
importance of all elements must be understood
for true HEC advances to be made. If this is not
accomplished, the gradual and varying boundary
between hardware, software, and other elements
will become much sharper and fixed than it really
is. Figure 2 describes the elements necessary to
advance high end computing.

The structure of practitioner communities compounds
the problem. Even though many HEC researchers
understand the interdependencies, they are still
specialized enough to conceive of their needs in
competition with each other. There is still much
more identity formation around “hardware” on the
one hand, and “software” on the other, to make
community-wide problems like HEC policy con-
cerns difficult to grapple with. “People are applica-
tions oriented, software oriented, not comfortable
with hardware,” one HEC researcher said. Another
said, “A huge unidentified cost is changing archi-
tecture on people, so it introduces a huge lag of
about four years. During that time they do tech-
nology adaptation, not science.... Sustaining large
projects with large amounts of code on several
architectures is not a trivial task.”

As a result, with budgetary constraints, the short-
term goals of making available HEC machines that
are more usable, reducing the time-to-solution in
critical problems in academic science, commercial
product development, and defense and security
applications, would focus on software improve-
ments keeping hardware relatively constant. Then
medium- and longer-term goals aiming at new
architectures and hardware that change the condi-
tions for software development down the road will
be competing for resources. This tension will arise
because the categories toward which the policy
discussion converges, given the factors mentioned
above, generally make software, hardware, and
other elements distinct alternatives rather than an
essentially unified set of problems.



ADVANCING HIGH END COMPUTING

Figure 2: Components of High End Computing
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Government’s Role in Setting
the HEC Policy Agenda
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The Role of Government in
Addressing Market Failure

Most of the arguments for government policy in
HEC are a very direct application of the market-
failure rationale. As this sort of argument goes, the
incentives for commercial development of what is
needed to satisfy a social need may not be well
structured and, therefore, we would expect private
industry to underinvest. For example, the policy
argument for the cyberinfrastructure is as follows:

The Advanced Cyberinfrastructure Program
(ACP) requires government investment in
research and development of cyberinfra-
structure technologies (principally software)
for several reasons. First, the marketplace
underinvests in long time-horizon research.
The cyberinfrastructure and application
technologies are within the domain of

NSF responsibility for government-funded
research, and the ACP will maintain U.S.
leadership in these technologies through
research, experimentation, and commer-
cialization. Second, infrastructure and
applications suffer from a chicken-and-egg
conundrum that infrastructure requires a
diversity of successful applications for its
commercial viability, while commercial
applications target only widely deployed
infrastructure. This ACP will follow the suc-
cessful model of the Internet, with targeted
and coordinated government investment in
infrastructure and applications, experimen-
tation and refinement in actual uses, and
coordinated commercialization of both

elements together. Third, while we expect
many if not most of the technologies
developed in this ACP to be of broad
applicability, science and engineering
research has special needs in functionality,
performance, and scale that are unlikely to
be fully served by commercial firms, at
least not without government assistance.’

Some of our interviewees suggested that recent
developments in the HEC field can in part be
attributed to the role of government and industry
in the development of the Internet to the exclusion
of other technological needs such as HEC. The
U.S. government was a significant facilitator of the
creation of a market for high technology and all
sorts of services delivered via the Internet during
the 1990s. This was the period during which the
gap in the development path of HEC computers
and the needs of the user community diverged
and significant underinvestment is said to have
occurred. People’s attention was so taken by the
sensational economic and social phenomena asso-
ciated with the Internet in the 1990s that it was
hard to communicate that HEC had significant
strategic importance.

One role the government has played in HEC in the
past was merely to provide specifications and issue
procurement requests, leaving the rest of the evolu-
tion of the market to its own forces and the ability
of industry suppliers. All voices speaking about
these matters seem to agree that now government
must do more than that. It must get involved in
carefully designed partnerships with industry
developers and suppliers as well as academic
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researchers to support an HEC environment on
many fronts. One of the objectives of the Integrated
High End Computing (IHEC) program proposed by
the NSC report is to:

Assure a healthy domestic high end com-
puting research and development environ-
ment and production capability focused on
national security."

The cyberinfrastructure proposal by NSF contains
similar statements. An HEC researcher said,

“The key is well-placed money in a well-balanced
environment.”

Having said this, however, the reports and com-
mentary that have been circulating during the last
year or so, triggered in part by the Japanese Earth
Simulator, point to a shift in the outlook for policy
making in this area. Prior policy was based on the
idea of “grand challenges” in science and technol-
ogy. It was predicated on a science market rationale
that then led to agency division of labor for funding
supercomputer hardware and software projects to
solve the grand-challenge scientific problems in
the agency’s area. The particular scientific problem
focused the effort for a while and gave it its own
time frame based on scientific competition for
being first to publish in that area. Over the period
dominated by this policy rationale, efforts were
clustered around these problems both over time
and in content."

The grand-challenge approach to HEC policy con-
tributed to many successes both in science and in
the emergence of new HEC technologies. Therefore,
the contemporary predicament is related to the
failure of prior policies not because of their con-
ceptual design but because of the actual allocation
of resources that was made in its implementation.
One HEC researcher, referring to the High
Performance Computing and Communication
(HPCC) program of the 1990s, said:

People cared about HPCC but it ended
up “repainting” the money. Agencies said,
“You are taking our money and giving it
back to us.” DARPA [Defense Advanced
Research Projects Agency] said it was
already doing what HPCC required them
to do. NASA was doing part of the soft-

ware side of it. So HPCC failed because
there was no new money.

The dominant request today is to fill in the spaces in
time and content that the grand-challenge approach
left empty. This approach leads to an effort that is
integrated across application areas and sustained

in time over the long term. If the prior approach
already consisted of several moving targets, the new
one has carried this logic to its finality. All dimen-
sions of leadership and all possible needs must be
continuously pursued, redefining policy goals with
the needs and applications of the next stage deter-
mined by the integrated, high-level mechanism that
must be put in place.

Assessment of this new situation calls for restoring
the original intent and level of funding in HEC."
This means that the problems of computational
research must be looked at again as a full set

of problems deserving new and fundamental
approaches. The new approach must break out

of a seemingly self-reinforcing logic given by the
evolution of the markets and technology during
the past decade.

There are areas of application that are very impor-
tant but are not large enough to command the
resources to pursue their own path in computa-
tional development. The government has a clear
role in developing those islands of demand into a
workable market. According to one of our intervie-
wees, the medical establishment, for example, has
many needs and opportunities for the use of com-
putational science but lacks the coordination and
the culture to overcome its commitment to estab-
lished laboratory approaches and therefore does
not take advantage of simulations.

HEC User Community Perspectives

Academia

Over the last decade, one of the objectives of
earlier R&D policies in HEC has been achieved,
namely, the broadening of the market for super-
computing to non-defense applications.” The
expansion of this market has been enormously ben-
eficial for U.S. industry, both for vendors and users
of supercomputers, by bringing the price of high-
performance machines down dramatically and
enhancing numerous industrial application areas.
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However, the niche areas related to defense from
which the machines emerged and were maintained
for many years are claimed to have suffered by
losing visibility, and some of its needs are now
going unmet.™

On the other hand, the academic community has
always felt it lagged behind the defense community
in HEC. For a brief period the NSF supercomputer
centers of the 1980s put the academic community
on a par with their defense colleagues. Two
decades later, a renewed focus on HEC is required
on basic research on supercomputer architectures.
Most efforts by academics are going into much
more futuristic areas such as quantum computing.
As a member of HEC policy circles put it:

Another part of possible policy is that the
academic community has pretty much
abandoned research into HEC in the near
term. There is quantum computing, “wet”
computing, demonstrating computing tech-
niques using DNA. Most of the academic
community has moved into those areas
and abandoned the near term.

Federal Government

While some participants in HEC deliberations point
to some sort of market-failure argument to justify
government intervention in HEC, all appeared com-
mitted to a healthy market for American industry.
Beyond the differences in the specific market fail-
ure each part of the community may be interested
in, from large machines with custom architecture to
various software components, every proposal plans
to draw on private industry for those products it
already has available and expects the end result of
government intervention to lead to a new healthy
market for private industry once the incentive for
underinvestment is overcome. In other words, there
are no serious proposals in HEC for long-term gov-
ernment subsidies that do not take great care in
assessing the impact on the information technology
markets for American industry. The long-term gov-
ernment commitment to HEC that most proposals
contain is believed to contribute continuously to
the health and capabilities of the American HEC
industry. The NSF report perspective is typical:

The vision of an ACP cannot be achieved
by procuring existing commercial tech-

nologies alone. Of course, to the extent
that commercial technologies and services
are available off the shelf, they should be
incorporated. But information technology
is hardly mature; in fact, it is always evolv-
ing toward greater capabilities. Its applica-
tions are even less mature, and there are
many opportunities to mold it to better meet
the needs of end users.... Thus, research in
new information technologies and applica-
tions utilizing those technologies often have
important commercial spin-offs. This situa-
tion is illustrated by supercomputing, first
applied to scientific and military applications
and later to many commercial purposes.'

While articulating the HEC needs of the national
security community, the NSC report states the
market failure argument in similar terms:

... The computational needs of technologies
critical to national security are likely to
continue to grow at a faster rate than is the
development of new computational capa-
bilities. And, given the current focus of the
HEC industry, without government interven-
tion this trend is expected to accelerate.

However, the SAPCWG also found that this
unwanted trend can be reversed. The creative
talent and skills needed to revitalize the
high-end supercomputer industry are still
resident in the U.S.A. New, more powerful,
and needed capabilities can be developed
with prompt action. Hence, the SAPCWG
also made recommendations as to how the
government should engage academia and
industry to deliver significantly increased
HEC capabilities. The team proposed a spi-
ral model starting with applied technology
research, proceeding through advanced
development and prototyping phases, leading
to vendor products that support national
security requirements.'®

Sometimes the promise of commercial spin-offs
and the potential for large profits to industry in the
future is waved in front of policy makers without a
solid basis. For a long time, it was assumed that
any investment in basic research led inexorably to
commercial products and profits down the road.
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There is a healthy skepticism about this today since
it has been hard to prove the connection between
many investments in research and specific com-
mercial payoffs. However, the antecedents of the
Internet and today’s supercomputer market are
more favorable in that regard. In these cases, it is
not limited to the profits derived from specific com-
mercial products but to the emergence of complete
new markets that did not exist before. There is
obviously no guarantee that it will happen again
with new investments in HEC technology, but the
relationships between government, universities, and
industry to exploit opportunities as they arise have
become much more widespread and effective than
in the past.

Competing Interests in Setting
HEC Policy

The relationship between the market for HEC and
the high-end needs of various sectors of the user
community has some tensions. For instance,
according to the NSC report, commercial vendors
must make design trade-offs to supply the server
market. This sometimes diminishes industry’s ability
to supply the higher-end needs of the national
security community.”” This would also be true, by
extension of the same argument, for other high-end
users of the broader scientific community, as we
know from talking to academic scientists and
researchers.

Such tensions, compounded by a sense of urgency
brought about by the success of the Japanese Earth
Simulator, have sometimes made for some heated
discussions and comments sharply derogatory
toward American commercial vendors by prominent
computer specialists, who suggest that American
companies will be hard-pressed to develop
machines that match the performance of the Earth
Simulator."™ Others similarly deride the commercial
off-the-shelf (COTS) approach by pointing to their
connection with web servers:

It’s just not going to work any longer
to leverage web servers for scientific
research."

The questions that some researchers and agency
program managers raise have to do with the details
of how the current markets are working. Many

industry players in the supercomputer market have
significant commitments to massive parallel archi-
tectures based on COTS components. Therefore,
the assertion that there is a need for custom-
designed alternative architecture machines is the
subject of some disagreement. The objective for
industry, understandably, would be to question

the real demand and cost-effectiveness of non-
COTS machines. Researchers and agency managers
with projects that explore non-COTS alternatives
emphasize the inability of the current industry sup-
pliers to solve their applications problems. In many
ways these arguments have been played out in the
popular press over the past year.® An agency man-
ager we interviewed exemplified these exchanges:

No amount of money in IBM’s hands or
Sun Microsystem’s and Hewlett-Packard’s
will give them the memory bandwidth we
need.... If you have applications that aren’t
communications intensive, okay; otherwise,
it isn’t going to work using bolted together
commodity network components.

Historically, dialogue and consensus building have
diminished these types of debates. In fact, one HEC
researcher observed that industry questioned the
COTS approach before it became a market success.
The feasibility of the COTS approach had to be
demonstrated through research and partnership
building by government, universities, and industry.

Another issue is the role of business models in
advancing HEC. In a recent document circulated by
IBM, their HEC strategy is to develop systems that
satisfy the needs of customers in government, acade-
mia, and private industry. In contrast, many vendors
who have dedicated most of their efforts to provide
machines for one customer—i.e., specialized needs
of government—have gone out of business over the
last decade or so. In this sense, most industry leaders
don't believe the Japanese Earth Simulator has much
market significance. By extension, efforts at devel-
oping custom design architectures are “single trick
ponies” doomed to fail in the market.

On the other hand, the NSC report posits that
the Japanese firm NEC has received a significant
boost in the HEC market as a result of the Earth
Simulator and that it is well positioned to market
smaller scale versions of the systems (the NEC

17
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SX-6) with non-recurring development costs having
been covered by the Earth Simulator project.”

In sum, it is not surprising that this discussion has
taken the shape it has given the key goals and
incentives for each set of participants. At the same
time, they all recognize they need each other to
continue their work. What is certain is that U.S.
government, industry, and the user community will
have to work in partnership to advance HEC.
Industry needs the partnerships with government
and academia, in spite of the pressures from them
to explore things that tend to break their business
model. Government and academia have no other
way to satisfy their computational needs without
the products and services industry is able to
develop and support. An HEC researcher we inter-
viewed stated this well:

We say we need disruptive technologies:

It breaks their market model. They say, like
[President] Reagan, “we want the status
quo to stay the way it is.” But we cannot
do it without their help.... The role of gov-
ernment is to make partnerships and invest
in the weak spots while the giants continue
to work at their strengths.

As we requested interviews from various members
of the HEC community, we were surprised to find
that several potential interviewees were very keen
to understand our relationship with the commercial
vendors and whether their identity would be revealed
and comments made known to them. Many did not
want to jeopardize their relationship with commer-
cial vendors. This seems to indicate that members
of the non-commercial HEC community feel the
influence of commercial vendors very strongly and,
to a certain extent, sacrifice academic freedom to
maintain the relationship with them. We believe
this is an example where a clear policy framework
and a strong government/university/industry part-
nership is extremely important to insure that no
technological exploration by any partner is closed
down prematurely or not considered due to the
perception that it may alienate another partner in
an asymmetric relationship.

The conceptual discussion over the best policy on
HEC is affected by the fact that most participants

anticipate the end game of the policy deliberations
around budget allocations. The interplay of various
emphases that stretches or shrinks the inclusiveness
of perspectives with respect to each other, in an
effort to maintain a positive-sum game to build in
broad-based support for HEC, changes sharply
when strict budget limitations revert the entire dis-
cussion back to a zero-sum game. It may then be
true that if cyberinfrastructure dominates the policy
discussion at that stage, there will be money avail-
able for high-speed networks and teragrids but
none for new high-end architecture research. Or
the proponents of particular HEC projects may
succeed in getting their bits and pieces of the over-
all landscape funded, but no specific support is
awarded for coordinating or integrating the efforts.
In other words, the interpretation frames for various
policy documents and statements must include the
fact that participants will offer their views with an
eye to how their main concern will be positioned
for the final budgetary decisions. (For a more
detailed discussion of cyberinfrastructure, see the
Appendix.)

From this discussion it is clear that U.S. policy in
HEC cannot be limited to addressing isolated tech-
nological choices. It must create an institutional
framework that avoids the detrimental effect of
zero-sum games such as the one described. In other
words, HEC technology policy has to adopt a vision
that allows technological choices to occur in the
most favorable context rather than force isolated
technology choices to compete for pre-established
budget lines.
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U.S. Leadership in

HEC

Defining Leadership in Terms of
Policy Goals

The notion of leadership is a strong driver of the
policy deliberations on HEC. From the discussion
presented in this report, it is not surprising. The idea
of an overall environment necessary for the genera-
tion of diversity in HEC technological development
and selection of specific machines and applications
begs the question of what specific purpose the United
States has in supporting such a thing. The answer
that most participants in discussions about HEC pol-
icy offer is articulated in terms of U.S. leadership in
both HEC specifically and various fields of science
and engineering generally.

However, the diversity of roles played by HEC in
science and engineering and the complexity of
HEC technologies themselves have, in turn, compli-
cated the concept of leadership that inspires U.S.
policy in this area. On the surface of things, leader-
ship is identified with a competition in which the
leader is also, obviously, the winner. Coverage by
the popular press of supercomputing discussions has
picked up on this idea and has helped to divulge the
notion that there is a competition that the United
States is now losing to Japan by virtue of the suc-
cessful implementation of the Earth Simulator. This
serves as a clear indicator of the power a concept
such as leadership can have to frame the discussion
and policy alternatives available to the country.
There is a simple equation that policy makers must
confront: Loss of leadership—meaning the United
States is losing an important competition—creates
a crisis that must be resolved.

The definition of the competition, in this view, con-
sists of building the machine capable of performing
a certain benchmarking test at the fastest rate. There-
fore, in order to recover its leadership, the United
States must respond by building a machine that
can beat the Earth Simulator at performing similar
benchmark tests. This notion has the virtue of being
easy to understand and straightforward in its adju-
dication. At the same time, its very simplicity is
deceiving and has at least two consequences that
are very detrimental to the policy deliberation that
must take place. First, by contrast, the discussion of
more thoughtful notions of leadership sounds like a
defensive argument to rationalize a losing situation.
Second, HEC policy is trivialized by reducing it to
the decision on whether or not to build a machine
to beat the Earth Simulator at the benchmarking
game. Rather, HEC policy must be considered in
the context of the key U.S. policy goals in national
security, commerce, education, and research, for
the achievement of which High End Computing

is critical.

As HEC is embedded in the pursuit of critical
national goals, leadership as it relates to HEC is
tied into the position the United States is trying
to secure. For example, given recent events,

U.S. leadership in HEC should have a prominent
national security perspective in order to insure
the nation’s security in the face of external threats.
Leadership should also have a commercial meaning
related to the ability of U.S. industries to dominate
various markets, especially those in information
technology that are directly connected to HEC. It
should also have an academic meaning related to
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the ability of the American scientific community to
consistently produce the best new scientific results
in most disciplines of research, especially those that
are based on computational research. In the end,
because of the ubiquity of HEC in key government,
industry, and scientific endeavors, U.S. leadership
in HEC must be judged by the nation’s ability to
succeed on all these fronts.

National security concerns yield the most clear-cut,
straightforward sense of a competitive environment
in which leadership must be pursued. Considering
all possible threats from foreign nations or terrorist
organizations, the government must be prepared
with a high degree of certainty to defeat them all.
The heightened sense of threat brought about by
the terrorist attacks of 2001 has driven home to the
American public, as well as government officials at
all levels, the point that information gathering and
processing is absolutely crucial to this sense of
leadership. And in this form of competition a lot

is at stake, arguably the survival of the country.
However, in this case it is clear that leadership as
status does not mean much. It must be the practical
ability to defeat those who pose a threat. Admittedly,
translating this into the specific HEC resources
needed to achieve the desired degree of security

is a little more difficult.

Similarly, in other areas in which HEC contributes
to national priorities, status matters less than results.
In the commercial realm, leaders are those whom
the market rewards financially. This is a point that
industry providers of COTS supercomputers are
keen to emphasize. American supercomputer ven-
dors control at least two-thirds of the world’s market
for these machines and provide support and reliable
HEC services over time. However, market share is
not all that market leadership is about. The ability
to introduce innovations to achieve or retain mar-
ket share projects the leadership position into the
future. As so many IT firms have learned from
direct experience, it is not wise to be smug about a
position in the market; it can change very quickly.
So even though the market may be the ultimate
adjudicator of leadership, the results that matter
are obtained from the ability to introduce new
products that succeed in meeting future customer
demand. Rather than the isolated datum of market
share today, “being the first one to market with new
ideas,” as one of our interviewees put it, or “taking

the high ground so everything else falls into place”—
meaning the commitment to develop the crucial
innovation that enables others—as another inter-
viewee said, may be better indicators of leadership
in the commercial sense. High payoff for invest-
ments in innovation as a sustained result is, then,
the key to leadership in the commercial sense.

Science is also a competitive enterprise. Winning
scientific races may get researchers the title of lead-
ers in their field. In this regard, scientific leadership
might have more of a status or reputation connota-
tion. However, one of the simplest and most impor-
tant results in the sociological study of science is that
scientific productivity is self-reinforcing. Therefore,
early results by a researcher or a team hold much
promise of more and greater things to come. Again,
the point is that leadership in science has a funda-
mentally pragmatic meaning related to getting
things done. With the increased significance of
computational resources, high-end computational
resources in the hands of productive researchers
will yield exponential increases in scientific results.
Even though this may be enough of a reason to
relate HEC to scientific leadership, the most impor-
tant factor may still be the indirect effect it has

on future scientific potential due to the recruiting
effect of leadership. Scientific leaders attract the
most capable students, the researchers of the not
too distant future. Therefore, the enabling ability of
leadership may have its most critical meaning in
the development of human capital for all dimensions
of HEC into the future. Commitment to HEC is a
strong indicator of the nation’s commitment to such
a broad spectrum of scientific endeavors that the
catalytic effect of HEC as it relates to scientific
leadership may be the most significant of all.

It seems leadership is truly at stake as it relates to
HEC in the pursuit of several key U.S. policy goals
in national security, commerce, and academics. But
it is not a simple notion of leadership in the sense
of winning a race. Rather it is leadership as the abil-
ity to achieve important results in several important
areas. Therefore, sustaining all these types of leader-
ship at once requires a multidimensional program
with efforts on many fronts at the same time, with
tightly coupled coordination across institutional
boundaries. Institutions that have long-standing
traditions of autonomy in defining their mission
and the requirements to fulfill them must become
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much more permeable to a sort of coordination
that cannot be conceptualized as a mere agree-
ment on division of labor.

Loss of Leadership and the Crisis
Approach to Technology Policy

Among stakeholders in HEC, the polarizing term

is “crisis”: Is there a crisis? If so, what is the crisis?
What can or should be done about the crisis?
While some may wish to dismiss the alleged HEC
crisis and its attendant controversies as “mere
rhetoric,” doing so shows a misunderstanding of
policy making in the United States, especially pol-
icy making pertaining to science and technology. In
the first place, rhetoric matters. In policy making,
one who wins the rhetorical battle often enhances
the chance of winning budgetary battles. In the
second place, the term “crisis” has a power in sci-
ence and technology policy exceeding its power in
most other policy domains. Post-war science policy
has been rife with crises, real or imagined, and in
many instances the correspondence between the
rhetoric and the reality correlated little with the
resultant policy outcomes. The Sputnik crisis, for
example, resulted in the transformation of U.S.
higher education, despite the fact that the satellite
program at that time had very limited relevance to
national security and, moreover, that the U.S. nuclear
capability eclipsed that of the Soviet Union.
Perhaps more relevant, the fact that the engineering
education “crisis” in the 1970s was apparently
fabricated® seems to have had little bearing on
the policy responses. The energy “crisis” during the
Carter administration today seems less a matter of
U.S. inability to produce synthetic fuels (the chief
response) or to conserve fuel than an artifact of
international petroleum politics.

Why does “crisis” rhetoric have such power in U.S.
science and technology policy? One reason is the
notion of science and technology progress and that
a failure to “keep up” may have more dire conse-
quences than in policy domains where infusion of
funds can have swift and predictable results. The
second reason that crisis rhetoric has such power
in science and technology policy is that it is so
often and so easily tied up with issues of national
leadership and all that goes with it: national pres-
tige, national security, and market leadership.

Status Leadership Versus
Pragmatic Leadership

Leadership as status: perceived to be the winner
of a race
versus

Pragmatic, results-oriented leadership: ability to
secure desired results into the future

e National security leadership: ability to defeat
internal and external threats

e Economic leadership: ability to sustain high-
payoff innovation investments

e Academic leadership: ability to sustain continu-
ous generation of new scientific results

Although in some cases the crisis card is not so
easily played (witness the superconducting super-
collider, an instance where the “crisis” was not eas-
ily communicated), the HEC case, by its nature, is
well positioned for exploiting crisis rhetoric. Among
the reasons: (1) HEC is demonstrably integral to
national security and defense, (2) many quite dis-
tinct scientific fields share a critical dependence on
HEC, (3) HEC development at least has the poten-
tial to develop in great technological leaps so that
the fear of being left behind is not unrealistic. None
of this implies, of course, that the crisis is real or,
even if it is, that any particular development or policy
path is superior. Therefore, the importance we attach
to HEC policy in the United States today and the
approach to addressing its key issues are not based
on a crisis characterization.
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Findings

Policies in HEC have implications for national secu-
rity, economic competitiveness, and academic pre-
eminence. Much of the United States’ advantage in
all three areas is based on superior technological
ability. Therefore, the voices of concern in this area
cannot be dismissed as mere special pleading for
the advantage of certain groups. There is a genuine
argument for the centrality of these issues to some
of the basic thrusts of American national security,
economic, and academic research policies. The
question is to what extent HEC deserves attention in
the national policy scene vis-a-vis other important
factors contributing to the same larger objectives.

Finding 1

HEC entails a complex set of problems, and
policy in this area cannot be reduced to a single
approach, idea, machine, or project.

Finding 2

HEC policy constitutes an institutional design
challenge given that the array of needs and pro-
grams to address them requires organizational
efforts that established agency practices are not
well suited for.

The first two findings summarize the main discus-
sion in the body of this report. On the one hand,
there are many specific projects and initiatives pro-
posed or requested by various stakeholders in HEC
policy. Each one addresses particular problems of
one sector or organization. However, no single
project taken individually will enhance the overall
position of the United States in the policy areas
for which HEC is critical. What is needed is a bal-

anced approach that seriously addresses all issues
such as the need for research in new architectures
as well as the problem-driven software issues
related to usability of systems.

On the other hand, we must be aware of the limita-
tions of instrumental approaches to technology pol-
icy in areas such as this one that require complex
technological systems, true environments of com-
puting activity that cannot be paired one-to-one
with narrowly defined objectives. The achievement
of broad national goals with a multidimensional
approach to HEC is mostly an institutional design
challenge rather than an exercise in picking tools
or machine designs. Our recommendations suggest
ways to address this challenge.

Finding 3

The alleged crisis in HEC policy is contingent upon
perspectives of stakeholders given by the role
computational technology plays in their research.
From the first two findings, a third finding is
derived that merits a more extended discussion at
this stage. What do these findings imply for the
alleged HEC crisis? The most important finding is
that crisis is contingent. It is easy to see why some
HEC stakeholders view HEC development in crisis
terms and others do not. Among those who view
HEC development and policy as a crisis, there are
different crises from different perspectives. Among
other variants, there is the “we are going to be left
behind crisis” and its two chief sub-categories:
“hence, we lose prestige” and “hence, our range of
HEC-dependent scientific and technical capabilities
is reduced.” Another crisis variant is the “politics of
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opportunism” in which there is little concern about
particular substantive issues and much more about
using any available device to enhance funding. It is
this variant that is present in nearly any aspect of
science and technology policy but especially in
large-scale technology development policy making.
It is important because it affects the politics of
agenda setting and priority making in both Congress
and the science bureaucracies, but there is little
hope of generating much light from the heat.

If we consider the simple model depicted in Figure
3, a depiction of the equipment intensiveness of
research, we can see at least one reason why
different stakeholders have different views of crisis
and different interpretations of HEC policy-making
realities.

The model in Figure 3 can be used to help under-
stand the role of equipment in the issues and con-
troversies of several types in most fields of science
and technology. But if we limit ourselves to com-
puters—and, specifically, HEC computers—we can
use these categories to help sort out the policy
stakes. It is perhaps not too much of an oversimpli-
fication to suggest that among researchers the per-
ception of the HEC crisis depends on one’s position
on the equipment-intensiveness arrow. To be sure,
several other factors explain views about HEC, but
the extent to which researchers depend critically
upon computer technology development is among
the crucial determinants.

For those whose research is the development of
HEC equipment (equipment is the research), the
stakes are clear cut. If advances in HEC state-of-
the-art prove not to be a priority, then their research
livelihood is at stake. In some ways this set of inter-
ests is less interesting because it is so easily under-
stood. It is the three middle categories where policy
options and positions are more complex.

Figure 3: Equipment Intensiveness of Research

The equipment-facilitated group is certainly the
largest and most diverse. For this group, HEC has the
ability to enhance their work, but there are many
specialists not dependent upon HEC and there are
alternative means of accomplishing work. Thus,
users of some HEC simulation applications would
fall in this group if, in fact, simulation was just one
of many tools to accomplishing research objectives.
For most of the members of this group, HEC policy
and state-of-the-art is of only modest importance,
and they likely track issues only a little more closely
than the well-educated member of the general pop-
ulation. For many in this group there are significant
applications in HEC, but the applications are easily
accommodated by the current state-of-the-art. It

is difficult to get these research stakeholders moti-
vated about HEC policies, because for them these
issues are viewed, at least for the present, as largely
peripheral. Few in this group would likely perceive
an HEC crisis, at least insofar as it pertained to their
ability to do their work.

The members of the equipment-critical group have
a quite different attitude about HEC developments.
Within this group, HEC plays a fundamental role

in research for many, some members of the field
depend upon HEC, and the development of the
state-of-the-art matters. Examples would be many
users in such fields as structural genomics and, per-
haps, the computational study of macromolecular
interactions. Certain research pathways are depen-
dent upon HEC, and further developments of HEC
may well open new research directions. For this
group, it is not difficult to get motivated about HEC
policies, but views are diverse because of diverse
needs. For some users in this category, grid com-
puting is sufficient for any current or currently con-
templated research problem, but for others more
dedicated, specialized computers are needed.
Within this group, some percentage face a crisis in
their ability to do research, but the configuration of
technology and access to existing technology are

Equipment Intensiveness of Research

Equipment is

the research Equipment-controlled

Equipment-critical

Equipment-facilitated Not equipment-based
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often more the issue than pressing the state-of-the-
art. Members of this group may perceive a wide
variety of “small crises,” but probably not the crisis.
They are concerned about relatively small steps in
specific software and hardware development and
applications. This is a large group and perhaps the
fulcrum one must look to for mobilizing support
among researchers for HEC.

For the equipment-controlled group, HEC develop-
ment and policy is especially salient. These are
fields that cannot exist in the current state without
HEC, and most were in a sense invented by the
opportunities accruing from HEC technology.
Applications in fields as diverse as astronomy and
astrophysics and advanced medical imaging cannot
easily advance in the absence of adequate HEC.
This group is perhaps the smallest in number but
also in some respects the most cohesive inasmuch
as they agree about the need to pursue aggressively
advances in new architecture and, if possible,
diverse high-end architectures rather than settling
on a single design. For this group, the “crisis” is
about their ability to actually conduct research that
moves the frontiers of their field.

While researchers’ dependence upon HEC tells us
much about the salience, character, and chief issues
in HEC policy controversies, one must bear in mind
that researchers comprise just one stakeholder set.
Public policy makers, HEC application users, and
manufacturers have quite different needs and per-
spectives. Nevertheless, we feel that an understand-
ing of the diversity of research and application needs
and priorities serves to underscore the two funda-
mental points above—that no single path is likely
to prove optimal and certainly no one approach
will accommodate the very different priorities and
“crises.” Second, the institutional design challenge
for HEC development must take into account not
only multiple paths but diverse and sometimes
conflicting needs. Some stakeholders and some
applications need more computing power, and
larger grids will serve those needs. For others, the
machines must advance; it is not more computing
capacity but the very computing capability that is
the key.

What this suggests, then, is a latticework of
approaches, with different investments and different

investors. There is a significant private role, a signif-
icant public role, and a significant public-private
partnership role. But absent the leadership to estab-
lish the latticework and manage its parts (at least

to the extent of rationalizing roles), many of the
scientific, technical, and commercial opportunities
presented by HEC may be lost.

Recommendations

Each of the four main issues we addressed in this
report leads to possible policy actions. We built the
case from the bottom up, that is, from the grounds
for giving HEC more attention in policy making to
the way the political articulation of national goals
establishes an implied sense of leadership. Now
we offer recommendations in logical order, or top
down, from the highest, most encompassing cate-
gory to the lowest.

Recommendation 1

Make HEC policy an explicit and integrated com-
ponent of the national goals articulated in con-
temporary political deliberations.

In recent years, the absence of an overall policy
framework has been a significant gap and a failure
of political leadership. While there is not a need
for an “industrial policy” guiding HEC develop-
ment, a policy framework is required to coordinate
activities of disparate developers of software and
hardware for highly diverse applications, many

of which are vital niche applications rather than
abundant market opportunities. Absent strong
industrial developers working in a competitive
market, the United States will fall behind in HEC.
But industry cannot provide the overall policy
framework within which the market will operate.

Several reports by different sectors of the HEC com-
munity have been written recently showing directly
how specific needs in their area will only be satis-
fied with new HEC resources. However, as we have
argued in this report, what is needed is a balanced
HEC environment that contributes to all the rele-
vant national goals in a coordinated and consistent
fashion. It is not possible to succeed by isolating an
area, such as national security, for example, and
picking an HEC component or set of projects to
address it. As we now know, national security, to
continue with the same example, is tied to most
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other national goals in one way or another and so
are the various components of HEC. Without the
political leadership to articulate such a vision, it is
not possible to design an HEC policy that will suc-
ceed beyond the short term.

The development of the Internet as a broad techno-
logical infrastructure serving commercial, academic,
and defense goals of the nation owes its success

in large measure to the attention it received from
political leaders. They were able to envision the
relationship between some of their key political
objectives and the system that was proposed. HEC
may suffer from the perception that its main uses
are still confined to esoteric fields of activity. How-
ever, we argue in this report that the importance of
HEC has brought it to center stage for many key
activities in the knowledge-based society of today.
Following the example of the inclusion of the
Internet in the political agenda of the country, we
anticipate that political leaders will have to go
through a learning process to develop their own
understanding of the contemporary challenges and
the role of HEC. It is the responsibility of political
leadership to articulate these new roles of HEC for
the political agenda of today. Without this commit-
ment, the nation will be making suboptimal use

of its resources and investments in this key area

of contemporary science and technology.

Recommendation 2

Create a high-level coordinating entity for HEC
that has enough power to overcome the zero-sum
game dynamics that plague policy in this area.

The decentralization of American R&D across vari-
ous federal agencies that compete for resources has
worked well in many ways for the U.S. innovation
system. However, it has serious disadvantages. On
the one hand, it tends to force stereotypical forms
of division of labor, such as charging one agency
with the development of new hardware architec-
tures and another with application software, with
no provision for their coordination or compatibility.
On the other, it may lead to unnecessary duplica-
tion. The coordinating role has mostly been played
by ad hoc panels and task forces with some success.
In the current situation there are numerous panels
and councils that have coordinating roles but depend
largely on the special abilities of individuals to bridge
the gaps in institutional design.

The creation of a high-level coordinating entity
certainly is not unprecedented. An excellent case
in point is the National Nanotechnology Initiative
(NNI), an effort that has many similarities to HEC
policy agendas.” The NNI is a multi-agency, multi-
sector effort to galvanize research to exploit the
potential for nanoscale research. The parallels with
supercomputing are clear: Both sets of issues relate
to infrastructure and expensive equipment, both are
highly interdisciplinary and affect the course of
many fields of science, and both have important
commercial implications. The key difference is that
the HEC policy agenda, to the extent it can be said
to exist, is fragmented and has no high-level institu-
tional champion. HEC needs its own “national
initiative,” its own high-level coordinating body, a
sustained policy and coordination effort, and the
continuing attention of the OSTP and high-level
representatives from industry and from the many
federal agencies having a crucial stake in the devel-
opment of HEC.

The fragmentation of initiatives in HEC also con-
spires against the intent of our first recommendation.
It is very difficult for political leaders to go beyond
a piecemeal instrumental view of specific projects
and devices if HEC policy is a mere aggregation of
agency-based initiatives. No overall vision, with its
corresponding coherent policy and strong political
support, is possible under those conditions. In this
sense, oversight of HEC policy by political leaders
will be significantly enhanced by following this
recommendation. Implementation of the policy

by a high-level coordinating entity will respond
directly to the political agenda that grounds HEC
policy design.

Recommendation 3

Implement an HEC policy that addresses the
incentives of researchers in the different sectors—
government, academia, and industry —to explore
alternatives in hardware and software and avoid
either premature “lock-in” by suboptimal tech-
nologies or premature abandonment of immature
technologies that still hold promise.

On the surface of things, it may seem that, in the
end, the solution to all science and technology pol-
icy issues is to give everybody more money. In this
view, policy “issues” arise in science and technol-
ogy only because resources are finite and we must
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decide what to fund. However, that is not the argu-
ment behind this recommendation. What matters
is strategic support in order to insure that more
choices will be available down the road. When
one approach is allowed to dominate prematurely,
many decisions follow, such as the areas targeted
by leading researchers to explore new promising
results or the career decisions of graduate students
who will look elsewhere for exciting fields to work
in. When the limitations of a poorly selected domi-
nant approach become visible, money alone can-
not fix the problem, because the community has
lost expertise and does not have options available
to address the new set of problems.

This aspect of science and technology policy may
appear to be very ambiguous and open ended.
When the consideration of optimal use of scarce
resources is factored in, it is difficult to offer criteria
to decide how far down this road to go. It could

be a recipe for wasteful spending on dead-end proj-
ects. However, there are several reasons why this
need not be the case. First, there are strong compet-
itive forces in the research community to sustain a
healthy technology selection process. Researchers
do not have a significant incentive to pursue dead-
end technologies once a significant group in the
community loses faith in its possibilities. If anything,
the pressures on researchers to show results in
these areas or risk losing support are much greater
than advisable, and many opportunities have been
lost because a first round of disappointing results
was enough to terminate initiatives. Some of our
interviewees pointed out that the success of the
Japanese Earth Simulator was partly due to their
researchers’ picking up both hardware and software
problems where American researchers had aban-
doned too soon.

Second, the academic research community, espe-
cially in high-technology areas, has developed very
close ties with private industry, which has been a
source of inspiration, with new problems and ideas
for academics to work on. These ties have also
added a new level of accountability since the
promise of academic research in the marketplace
has been implicitly adopted as an evaluation crite-
rion for their work. It has been widely reported that
one side effect of this phenomenon is the introduc-
tion of a sense of urgency to produce results and

a short-term vision in much academic research,

which could undermine other aspects of its specific
mission. In sum, the research system has a very
strong selection process, but its generation of diver-
sity is beginning to suffer, and government policy
should insure that there is a large enough set of
ideas and possibilities to select from in the future.

Recommendation 4

After creating the institutional and policy mecha-
nisms for a National Supercomputing Initiative,
build into the policy the time frame factor in

this field and provide for a periodic, objective
assessment of progress in achieving national
policy goals.

As we have pointed out, HEC is a moving target.
Today’s high end is tomorrow’s mainstream, and
newly implemented architectures and software
applications remain at the true high end for periods
that last only a few years. The predicament the field
finds itself in today is in part due to lack of atten-
tion to its changing dynamics. The new challenges
that will emerge in the medium to long term should
not have to be confronted without the benefit of
what has been learned today. Therefore, the policy
should anticipate some of the possible “forks in the
road” that will demand an update of HEC policy.
The policy should contain mechanisms to generate
the relevant information for the next round of HEC
policy making.

We recommend the appointment of a National
Research Council (NRC) panel to provide a yearly
assessment of the progress in achieving goals set
forth in a National Supercomputing Initiative, com-
plete with recommendations for changing policy
directions that fail to live up to promise, including
corresponding changes in federal funding for HEC.

This recommendation is based on two key priorities
for HEC policy, namely, the time dependence of its
content and independent assessment of its merit.
The NRC provides a forum with an established rep-
utation serving the science and technology policy
needs of the country. This meeting point between
scientific expertise and political leadership is cru-
cial to the ongoing learning process that this field
demands today. The nature of learning in this con-
text must not be construed in a single direction—
science or technology informing politics—but as

a two-way street in which the achievement of
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national goals is informed by the state-of-the-art,
and the opportunities for research into new scien-
tific and technological opportunities are informed
by the contemporary articulation of those national
goals. The time dimension inherent in changes in
HEC developments and capabilities and the objec-
tivity required for properly grounded policy choices
would be addressed in this arrangement.
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Appendix: The Implementation
of a Cyberinfrastructure
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A significant perspective on the overall HEC envi-
ronment described in this report is the proposal of
a “cyberinfrastructure” by NSF.> The basis for this
proposal is that science and engineering today
require a common set of sophisticated information
technology resources that should sustain digital
knowledge environments rather than think of infor-
mation technology as bounded tools for individual
projects.” The exact shape of the common informa-
tion technology resources that would constitute the
infrastructure is still part of the research agenda.
Because its shape is still undefined, this emphasis
on cyberinfrastructure that comes from looking at
work in science and engineering as a whole worries
some people in the HEC community because it has
the potential for drawing attention away from some
specific problems. Some important applications
may require a pointed effort to overcome current
limitations that a generalized discussion of infra-
structure will not capture. For example, many HEC
researchers believe there is a frequent conflation

of the cyberinfrastructure theme with the teragrid
approach to HEC, which will certainly be useful for
many applications but not as useful for many oth-
ers. If the strategy that is finally enacted committed
a disproportionate amount of resources to this
approach, the overall balance that is needed to
pursue most of the critical needs in computational
science would not be achieved. One researcher in
charge of a large supercomputing facility voiced
this concern:

There are a number of agencies that are
saying “grid” is the answer. That scares me.
It may be useful for some applications, but
it is hard to foresee how it will assist in

modeling in computational science. You
can’'t do computing like that over a distrib-
uted set of centers. There are a number of
agencies strongly investing in the grid that
will not work at the highest end.

Another HEC researcher said:

A distributed environment is of extreme
value and needs to be pursued. But one
thread of this argument is that we can
meet our computational needs by using
machines distributed across the country.
But we are trading in microseconds to
get milliseconds and most machines are
already oversubscribed. You can't get the

Infrastructure and
Cyberinfrastructure

The term infrastructure has been used since the
1920s to refer collectively to the roads, power
grids, telephone systems, bridges, rail lines, and
similar public works that are required for an indus-
trial economy to function. Although good infra-
structure is often taken for granted and noticed
only when it stops functioning, it is among the
most complex and expensive thing that society
creates. The newer term cyberinfrastructure refers
to infrastructure based upon distributed computer,
information, and communication technology. If
infrastructure is required for an industrial economy,
then we could say that cyberinfrastructure is
required for a knowledge economy. (From NSF
2003, p. 5.)




ADVANCING HIGH END COMPUTING

Definition of “TeraGrid”

TeraGrid is a multiyear effort to build and deploy
the world’s largest, fastest, distributed infrastructure
for open scientific research. When completed, the
TeraGrid will include 20 teraflops of computing
power distributed at five sites, facilities capable of
managing and storing nearly 1 petabyte of data,
high-resolution visualization environments, and
toolkits for grid computing. These components will
be tightly integrated and connected through a net-
work that will operate at 40 gigabits per second—
the fastest research network on the planet.

The TeraGrid project was first launched by the
National Science Foundation in August 2001 with
$53 million in funding to four sites: the National
Center for Supercomputing Applications (NCSA)

at the University of Illinois, Urbana—Champaign;
the San Diego Supercomputer Center (SDSC) at the
University of California, San Diego; Argonne National
Laboratory in Argonne, lllinois; and Center for
Advanced Computing Research (CACR) at the
California Institute of Technology in Pasadena. In
October 2002, the Pittsburgh Supercomputer Center
(PSC) was added to the TeraGrid partnership when
NSF announced $35 million in supplementary fund-
ing. Primary corporate partners are IBM, Intel
Corporation, and Qwest Communications. Other
partners are Myricom, Sun Microsystems, and
Oracle Corporation. (From www.teragrid.org)

whole machine now for your application,
so why are we going to get time on over-
subscribed machines then?...

It doesn’t do anything about the high end.
The belief is that productivity is ultimately
a software problem. But the truth is, in

my opinion, that we are programming the
wrong machines. Now you have to delin-

eate the parallelism with the physical envi-
ronment and allocation, but the hardware
should do this ... new classes of architec-

ture have to come in.

The main point here is to highlight the fact that the
argument for a “cyberinfrastructure” focusing on
the overall computational environment for science
must be neither reduced to one particular compu-
tational approach, such as “teragrids,” for example,

nor made into an either/or argument between the
emphasis on communication and sharing that is
implicit in descriptions of the environment created
by cyberinfrastructure and the specific high-end
solutions needed to achieve levels of performance
critical for certain key applications not available
with current machines. A researcher pleading the
cyberinfrastructure case said:

Supercomputers are the big mountains, but
there is a big landscape around it which is
also really important for the high end. The
big machines have their role and should
not be forgotten, but it is a much more
complex landscape using them in conjunc-
tion with other resources. Big data, linking
supercomputers with environments, remote
instruments, and so on, [are] all part of the
changing modern landscape of science.
The big instrument is not the only thing,
and software is absolutely key in this
because it must be possible to use them

in an integrated way: Not all machines

are yours if you are a user, not all have

the same performance, the need for low
latency access to your data—these are all
very different problems. You must worry
about the linkability of all of them as in
transportation: planes, taxis, buses, etc. You
want to get from here to there without hav-
ing to worry about the details of how the
individual pieces work. If you think about
the supercomputer, it is the Concorde, but
not the end-to-end problem....

Other people not in the academic commu-
nity are putting it as an “either/or” thing. It
is false because cyberinfrastructure is not
laptops for everybody. It is not mutually
exclusive with building an Earth simulator.
But we have to decide as a nation how

to spend the money. You can spend the
money on networks and smaller-level plat-
forms or giant computational platforms,
and it does become a weighting of the
budget in a zero-sum game and it affects
the costing and how you do this job.

The way the NSF report presents the cyberinfra-
structure initiative may be the source of this con-
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cern. It does not include the “base technologies’
in the infrastructure frame it is proposing:

[Figure A.1] illustrates the types of facilities
and services to be provided in an integrated
way by a cyberinfrastructure layer (shaded).
This layer is built upon base technology for
computation, storage, and communication.
Cyberinfrastructure should be produced
and managed in a way that enables
research communities/projects to tailor effi-
cient and effective application-specific, but
interoperable, knowledge environments for
research and education. Interoperability is
important for facilitating multidisciplinary
projects as the evolution of discovery dic-
tates. The Panel has learned that new types
of scientific organizations and supporting
environments (“/aboratories without walls”)
are essential to the aspirations of growing
numbers of research communities/projects
and that thus they have begun creating
such environments under various names
including collaboratory, co-laboratory,

grid community, e-science community, and
virtual community.*®

'’

The proposed cyberinfrastructure is a middle layer
between base technologies and the discipline- and
application-specific development. Much of the
concern of HEC over architectures and performance
of the higher-end machines would belong in the
base, and much of the effort in software to increase
scientific productivity in computational science
areas would belong on the top layer. This depiction
of cyberinfrastructure, building on the bottom one
to support the other one at the top, important as it
may be, could be interpreted as not contributing
directly to either. In other words—and using the
evolutionary thinking analogy introduced earlier—
tying the cyberinfrastructure to one arbitrarily
selected approach creates a distorting effect on the
overall environment for the development of HEC
technologies. The design of HEC policy must insure
that this sort of arbitrary selection does not occur
to avoid closing down other technological paths
too soon.

Figure A.1: Integrated Cyberinfrastructure Services to Enable New Knowledge Environments for Research

and Education

Customization for discipline- and project-specific applications

Community-Specific Knowledge Environments for Research and Education
(collaboratory, co-laboratory, grid community, e-science community, virtual community)

. Data .
High . " Observation,
information, Interfaces, .

performance knowledee measurement, visualization Collaboration
computation 5 fabrication ; services

. management . services

services . services
services

Networking, Operating Systems, Middleware

Base Technology: computation, storage, communication

O cyberinfrastructure: hardware, software, services, personnel, organizations

Source: “Revolutionizing Science and Engineering through Cyberinfrastructre: Report of the National Science Foundation,” January

2003, p. 13.
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